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The 4t Industrial Revolution

Physical Biological Digital

Autonomous vehicles, robotics, Genomic diagnostics, loT, Blockchain,
3D printing, new materials treatment, engineering Artificial Intelligence (Al)
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“Artificial Intelligence heralds dramatic potential for growth for

both the economy and for humans.” - Mark Purdy, Accenture

”Huge value is going to come from the NEW gocds, services and

innovations Al will enable.” - David Autor, Professor of Economics,
MIT

“By 2020, Artificial Intelligence Will Create More Jobs Than It
EIiminates,- Al Will Create 2.3 Million Jobs in 2020, While Eliminating 1.8

- ’)
Million - Gartner



/‘ ‘ Al will potentially add $13 tr (16%) to current
global economic output by 2030.

Al Driving 2‘ ggggdi;ezszrgatfed tz%%rovv to $77.6 bn by
Fconomic nfor 2J16)

Growth

3‘ By 2021, 75% enterprise applications will use

4‘ US leads, (60% of spend) followed by Europe
retaH/bankmg) and China (industry/gov).




Automation
(Increased Efficiency)

074 Augmenting Capabilities
What's ' (Increased Productivity)

Changing?

New Capabilities
(Disruptive Innovation)

New Industries
(Radical Innovation)

© Clare Dillon 2019



Automation
(Increased Efficiency)

What's

Changing?
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Examples

Automation:

* Supply Chain Automation: Ocaco

* Robot Dispensing Drugs from CarePlus Pharmacies

e Robotic Process Automation: Blue Prism & NHS Case Study

Augmented Capabilities:

* Customer Service Chatbots: Julie, the Amtrak Chatbot

* Ellie: the Al Therapist “doing a better job than humans”
e Textio: Al improving inclusivity

New Capabilities:
* |DX-DR: FDA Approved Diagnostic Tool

New Industries:
e Autonomous Vehicles
* Jewelry by Eva Nowak: shield against facial recognition



Al has huge

potential to

benefit the

human race.




"The development
of full artificial
Intelligence
could spell

THE END
OF THE

HUMAN
“

RACE.

-Stephen
a * Hawking




Building
Ay ART

Accountability
Responsibility
Transparency




The Ethical Continuum

Legal Ethical
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Legal Ethical



Al & GDPR

Individuals “shall have the right not to be subject to a decision based solely on
automated processing, including profiling, which produces legal effects
concerning him or her or similarly significantly affects him or her”,

Data controllers must notify consumers how their data will be used, including
“the existence of automated decision-making,

and, at least in those cases, meaningful information about the logic involved,

as well as the significance and the envisaged consequences of such
processing for the data subject.”



The Ethical Continuum

Legal Ethical



e,

Human
Agency &
Oversight

Technical

Accountability Robustness &
Safety
To be \

Trustworthy
Al

continuously

evaluated &

addressed

throughout the

, Al system’s life ata
wellbeing cycle \ Governance

Requirements

Source: European Commission Ethics Guidelines for Trustworthy Al















Michigan unemployment agency made
The.. 20,000 false fraud accusations - report
Guardian
Automated system erroneously accused claimants in 93% of cases,

state review finds: ‘1t's balancing the books on the backs of the
poorest; lawyer says

Ryan Felton in Detroit

Al 1S NOt
right for

every
scenario!
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Historical
Datasets
can be

Machine Bi
: dacnine bias
I There's softwara used across the country to predict futurs criminals. And it's biased
against tacks
L[]




Training
datasets

may e
incomplete!
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By lan Tucker

When Joy Buolamwini found that a rebot recagaised hex face better
when she waore a white mask, she knew a problem needed fixing

jolamwini 15 a graduate researches
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'Is It Facial Or Is It Racial?":
~ Brooklyn Tenants Fight Proposed
Facial Recognition Tech

Harmful
even when

it works!




Failing to
prevent

malicious
use!
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ATEST POPULAR

[pemecm o | Space & Science
Microsoft's chatbot gone bad, Tay, makes MIT's
annual list of biggest technology fails

EEmEEcoEmoro om0 "

BOT or NOT? This special serles explores the evolving refationship
between humans and machines, examining the ways that robots

artificial intelligence and automation are impacting our work and lives

Yay

—-



Encouraging
Offensive -

| AMAZON ALEXA AND SIRI ACCUSED OF

. "--'ﬁu—» EE 1 S— e
Be h aVIOUIS l SEXISM FOR "THANKING USERS FOR

SEXUAL HARASSMENT'
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Impact on

Environment!

CRYPTOCURRENCES Al  ROBOTICS 20 TECHNOLOGIES WEARABLES  NANOTECHNOLOGY VRAR  AUTONOROUS

Training Al Is Shockingly Costly to the
Environment

Training Al models has a huge carbon footprint

e =
flvlinlols
* o

More at Interesting Engineering
“




Tips for
Ethical Al...




/‘ ‘ Decide where you are on the
Fthical Continuum.

Tips for
Planning!




The Ethical Continuum

Legal Ethical



/‘ ‘ Decide where you are on the
Fthical Continuum.

Tips for 2‘ Connect Al implementation to valid
business case.

Planning!




The ADAPT Centre for Digital Content Technology s funded under the SFI Research Centres Programme (Grant 13/RC/2106) and s co-funded under the European Reglons! Development Fund

Ethics Canvas

www.ethicscanvas.org

Ethcs Canwas Vi B - athicscanvas ofrg © ADAPT Centra & Trintty College

Dubiin & Bubdin Cey University, 2017

Individuals affected

identify the types or categories of
Individuals affected by the product
or service, such as men/women,
user/non- user, age-category, etc.

1

Behaviour

Discuss problematic changes 1o indi-
vidual behaviour that may be prompt-
ed by the application &.g. differences in
habits, time-schedules, cholce of
actlvities, people behaving more
individuatistic or collectivist. people
behaving more or less materialistic.

Relations

Discuss problematic differences in
Individual behaviour such as differ-
ences In habits, time-schedules,
cholce of activitles, etc

3y

What can we do?

Select the four most important
Ethical impacts you discussed,
identify ways of solving these
Impacts by changing your project’s
product/service design, organisa-
tian.Or by providing recommenda-
tions for its use or spelling out more
clearly to users the vaiues driving
the design

9

Worldviews

Discuss how the general perception
of somebody's role In soclety can be
affected by the project.

5

Ly

Group Conflicts

Discuss the impact on the relation-
ships between the groups Identiflad,
e.g. employers and unions

[} 6

Groups affected

Identify the collectives or communi-
tles, e.g. groups or organisations,
that can be affected by your product
or service, such as emvironmental
and religlous groups, unions, profes-
sional bodies, competing companies
and government agencies, consider-
ing any intarest they might have in
the effects of the product or service

111

Product or Service Failure

Problematic Use of Resources

Discuss the potential negative Impact of your product or
service failing to operate as intended,eg technical or human
errar, financial failure! recelvership/acquisition, security
breach, data joss, etc.

H

7

Discuss possible negative impacts of the consumption of
resources of your project, e.g. climate impacts, privacy
impacts, employment impacts etc

il

©@OO®®

The Ethics Canvas is adapted from Alex Osterwalders Business Mode! Canvas The Business Model Canvas 1S designed by Business Mode! Foundry AG. This work is licensed under the Creative Commans Altribu-
tion-Share Allke 3.0 unported license. To view & Copy of this license, Vst ntps//creatvecommons org/licensas/by-5a/3 O/ To view the onginal Business Mode! Canvas, Visit hitDs //strategyzer com/Canvas



Assessment
List for

Trustworthy
Al

Source: European Commission Ethics
Guidelines for Trustworthy Al

TRUSTWORTHY Al ASSESSMENT LIST (PILOT VERSION)

1. Human agency and oversight

Fundamental rights:

Did you carry out a fundamental rights impact assessment where there could be a negative impact on
fundamental riphzs? Did you identify and document potential trade-offs made between the different
principies and rights

Does the Al system interact with decisions by human (end) users (e recommended actions or

decisions to take, presenting of options)?

* (Could the Al system affect human autonomy by interfering with the (end) user’s decision-making
process in an unintended way?

. Did you consider whether the Al system should communicate to (end) users that a decision
content, advice or outcome is the result of an algorithmic decision?

* In case of a chat bot or other conversational system, are the human end users made aware that

they are interacting with a non-human agent?
Human agency:

Is the Al system implemented in work and labour process? If so, did you consider the task allocation

between the Al system and humans for meaningful interactions and appropriate human oversightand

control?

* Does the Al system enhance or augment human c;rpabifit'.es?

. Did you take safeguards to prevent overconfidence in or overreliance on the Al system for work
processes?

Human oversight:

Did you consider the appropriate level of human control for the particular Al system and use case?

* (Canyou describe the level of human control or involvement?

terventiont

" Who is the “human in control” and what are the moments or tools for human ir

-

* Didyou putin place mechanisms and measures to ensure human control or oversight?
* Did you take any measures to enable audit and to r»;-r'n':d\, issues related to governing Al

autonomy?




/‘ ‘ Decide where you are on the
Fthical Continuum.

Tips for 2‘ Connect Al implementation to valid
business case.

Planning!

3 Determine measures of success
and failure.

4‘ Determine the need for Open or
Explainable Al (XAl




5 ‘ Hire a diverse team.

Tips for 6‘ Fducate, educate, educate.
Getting

Started!
7‘ Build a risk mitigation plan.




8 ‘ Track datasets.

Tips for 9‘ Test, test, test.
Building!




/‘O ‘ Keep testing.

Tips for /H ‘ Monitor Usage Scenarios.
After

L h!
e 12‘ Be transparent.




| et’s Build
Al ART!

Clare Dillon
www.linkedin.com/in/claredillon
claredillon@live.ie




